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ABSTRACT: Traditional K-means clustering algorithms have the drawback of getting stuck at local optima that 

depend on the random values of initial centroids. Optimization algorithms have their advantages in guiding iterative 

computation to search for global optima while avoiding local optima. The algorithms help speed up the clustering 

process by converging into a global optimum early with multiple search agents in action. Inspired by nature, some 

contemporary optimization algorithms which include Ant, Bat, Cuckoo, Firefly, and Wolf search algorithms mimic 

the swarming behavior allowing them to cooperatively steer towards an optimal objective within a reasonable time. 

It is known that these so-called nature-inspired optimization algorithms have their own characteristics as well as 

pros and cons in different applications. When these algorithms are combined with K-means clustering mechanism 

for the sake of enhancing its clustering quality by avoiding local optima and finding global optima, the new hybrids 

are anticipated to produce unprecedented performance. In this paper, we report the results of our evaluation 

experiments on the integration of nature-inspired optimization methods into K-means algorithms. In addition to the 

standard evaluation metrics in evaluating clustering quality, the extended K-means algorithms that are empowered 

by nature-inspired optimization methods are applied on image segmentation as a case study of application scenario. 

Keywords: K-means clustering, nearest neighbor searching, clusters and data mining. 

 

1. INTRODUCTION 

The advancements in computing, along with the rapid 

growth and availability of data repositories, have often 

emphasized the task of gaining meaningful insights 

from the data. This encourages taking appropriate 

measures based on knowledge discovery approaches. 

Machine Learning (ML) can be broadly classified into 

two: supervised and unsupervised learning. In the case 

of supervised learning, a function is learned that maps a 

given input to an output based on the available input–

output pairs. These learning algorithms thus require the 

availability of labeled data with the desired output value 

[1]. The availability of labeled data represents an ideal 

scenario; however, such datasets are often expensive 

and challenging to obtain. For instance, in the intrusion 

detection domain, zero-day attacks are rare instances 

and obtaining labels for them is expensive. Hence, 

when the labels of the datasets are unavailable, 

unsupervised learning approaches are typically used 

[2]. Under such a learning framework, the algorithm 

has no prior knowledge of the true labels of the dataset 

and tries to draw inferences from the dataset itself. A 

more recent and popular set of algorithms referred to as 

semi-supervised learning consists of algorithms that lie 

in between supervised and unsupervised learning. Such 

a learning framework makes use of labeled and 

unlabeled data for better inference. Existing research on 

semi-supervised learning corroborates that adding a 

skimpy amount of labeled data together with a large 

amount of unlabeled data produces considerable 

improvements in the accuracy of the predictive model. 

This manuscript primarily deals with different 

variations of the k-means algorithm, which falls under 

the family of unsupervised learning. Therefore, this 
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paper will focus only on unsupervised learning 

algorithms. 

Clustering algorithms exploit the underlying structure 

of the data distribution and define rules for grouping the 

data with similar characteristics [3]. This process results 

in the partition of a given dataset according to the 

clustering criteria without any prior knowledge about 

the dataset. In an ideal clustering scenario, each cluster 

consists of similar data instances that are quite 

dissimilar from the instances in other clusters. Such a 

dissimilarity measure relies on the underlying data and 

objective of the algorithm. Clustering is central to many 

data-driven applications and is considered an interesting 

and important task in machine learning. It is also 

studied in statistics, pattern recognition, computational 

geometry, bioinformatics, optimization, image 

processing, and in a variety of other fields [4–7]. A 

plethora of clustering techniques has been invented in 

the last decade, which is being applied in a wide range 

of application domains [8]. Table 1 shows the recent 

applications on k-means clustering [9] in different 

application domains. 

 

This survey studies the problems of and solutions to 

partition-based clustering, and more specifically the 

widely used k-means algorithm [9], which has been 

listed among the top 10 clustering algorithms for data 

analysis [10]. Due to their popularity and ease of use, k-

means clustering methods are being used in conjunction 

with deep learning for tasks such as image 

segmentation and handwriting recognition [11]. A more 

recent work in [58] used a fully connected deep 

convolution neural network along with k-means and 

performed pixel matching between a segmented image 

and a convoluted image. This overcomes the problem 

that exists when useful information from images is lost 

by repeated convolution of the images [10]. Although 

the k-means clustering algorithm itself performs well 

with compact and hyper-spherical clusters, we are 

interested in highlighting its limitations and suggesting 

solutions. The primary focus is given to two 

unavoidable problems of the k-means algorithm: (i) 

assignment of centroids and number of clusters and (ii) 

ability to handle different types of data. Although 

researchers have proposed variants (Figure 1) of k-

means algorithms to overcome these impediments, they 

are however domain specific and do not generalize 

well. For example, a k-means algorithm which can 

handle categorical data might perform poorly because 

of the initialization process used. 

2. RELATED WORK 

Neha Aggarwal et al., [12] presented a new clustering 

method based on K-means that removes the limitation 

of k-means technique of having more computational 

complexity. The Enhanced K-Means Algorithm and 

Basic K-Means algorithm have been implemented on 

the same dataset and the Enhanced K-Means is proved 

to be efficient than Basic K-Means. 

Ahamed Shafeeq B M et al., [13] presents a modified 

K-means algorithm with the intension of improving 

cluster quality and to fix the optimal number of cluster. 

The K-means algorithm takes number of clusters (K) as 

input from the user. But in the practical scenario, it is 

very difficult to fix the number of clusters in advance. 

The proposed method works for both the cases i.e. for 

known number of clusters in advance as well as 

unknown number of clusters. The user has the 

flexibility either to fix the number of clusters or input 

the minimum number of clusters required. 

Anand M. Baswade et al., [14] presents a new k-means 

type algorithm called W-k-Means that can 

automatically weight variables based on the importance 

of the variables in clustering. By knowing the weight of 

variables we can select those variables which are good 

for better clustering results. 

Amar Singh et al., [15] presented a cluster based 

ranking scheme i.e. K-means clustering over weighted 

page rank algorithm. Weighted Page Rank algorithm is 

the modified form of page rank algorithm which works 

on two factors, in links and out links and gives the 

ranks to the websites accordingly. In the previous work 

done, page rank algorithm is used which results to take 

more execution time. But we use weighted page rank 

algorithm with k-means which results to take less 

execution time as compare to the previous work done 

and also leads to more relevant as compared to page 

rank algorithm. 

Harpreet Kaur et al., [16] presented an improved variant 

of standard k-means which performs the image 

compression with less running and provides more 

efficiency. 

Victor Chukwudi Osamor et al., [17] presents a novel 

pearson correlation-based metric matrices k-means 
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(MMk-means). Experimental results show that it has a 

better run-time than the Traditional k-means and other 

variants of k-means algorithm. Azhar Rauf et al., [18] 

propose a new method of K-mean clustering in which 

we calculate initial centroids instead of random 

selection, due to which the number of iterations is 

reduced and elapsed time is improved. 

Kajal C. Agrawal et al., [19] presents an improved k-

means method. The main idea of algorithm is to set two 

simple data structures to retain the labels of cluster and 

the distance of all the date objects to the nearest cluster 

during the each iteration, that can be used in next 

iteration. 

M.N. Vrahatis et al., [20] present an improvement of 

the k-means clustering algorithm, aiming at a better 

time complexity and partitioning accuracy. Our 

approach reduces the number of patterns that need to be 

examined for similarity, in each iteration, using a 

windowing technique. 

Mingyu Yao et al., [21] presented an improved k-means 

clustering method based on isolated point problem 

found in experiments, and proved that the algorithm is 

correct and effective by experiments. 

Youguo Li et al., [22] combine the largest minimum 

distance algorithm and the traditional K-Means 

algorithm to propose an improved K-Means clustering 

algorithm. This improved algorithm can make up the 

shortcomings for the traditional K-Means algorithm to 

determine the initial focal point. 

Khaled Alsabti et al., [23] presented a novel algorithm 

for performing k-means clustering. Our experimental 

results demonstrated that our scheme can improve the 

direct k-means algorithm by an order to two orders of 

magnitude in the total number of distance calculations 

and the overall time of computation. 

Dharmendra S. Modha et al., [24] presented a 

framework for integrating multiple, heterogeneous 

feature spaces in the k-means clustering algorithm. Our 

methodology adaptively selects, in an unsupervised 

fashion, the relative weights assigned to various feature 

spaces with the objective of simultaneously attaining 

good separation along all the feature spaces. 

Siddheswar Ray et al., [25] present a simple validity 

measure based on the intra-cluster and inter-cluster 

distance measures which allows the number of clusters 

to be determined automatically. The basic procedure 

involves producing all the segmented images for 2 

clusters up to K max clusters, where K max represents 

an upper limit on the number of clusters. 

Kiri Wagstaff et al., [26] developed a general method 

for incorporating background knowledge in the form of 

instance level constraints into the k-means clustering 

algorithm. In experiments with random constraints on 

six datasets, we have shown significant improvements 

in accuracy. 

P.S. Bradley et al., [27] extend K-means to insure that 

every cluster contains at least a given number of points. 

Using a cluster assignment step with constraints, 

solvable by linear programming or network simplex 

methods, can guarantee a sufficient population within 

each cluster. 

Charles Elkan [28] shows how to accelerate k-means 

algorithm dramatically, while still always computing 

exactly the same result as the standard algorithm. The 

accelerated algorithm avoids unnecessary distance 

calculations by applying the triangle inequality in two 

different ways, and by keeping track of lower and upper 

bounds for distances between points and centers.  

Madhu Yedla et al., [29] proposed a new method for 

finding the better initial centroids and to provide an 

efficient way of assigning the data points to suitable 

clusters with reduced time complexity. According to 

our experimental results, the proposed algorithm has the 

more accuracy with less computational time 

comparatively original k-means clustering algorithm. 

Vance Faber [30] presents the continuous k-means 

clustering algorithm which is faster than the standard 

version and thus extends the size of the datasets that can 

be clustered. It differs from the standard version in how 

the initial reference points are chosen and how data 

points are selected for the updating process. In the 

standard algorithm the initial reference points are 

chosen more or less arbitrarily. In the continuous 

algorithm reference points are chosen as a random 

sample from the whole population of data points. 

Sanpawat Kantabutra et al., [31] improves the k-means 

clustering algorithm by a factor of O(K/2), where K is 

the number of desired clusters, by applying theories of 

parallel computing to the algorithm. In addition to time 

improvement, the parallel version of K-means 

algorithm also enables the algorithm to run on larger 



2021/EUSRM/11/2021/61246 

collective memory of multiple machines when the 

memory of a single machine is insufficient to solve a 

problem. 

K. A. Abdul Nazeer et al., [32] presents an enhanced k-

means algorithm which combines a systematic method 

for finding initial centroids and an efficient way for 

assigning data points to clusters. This method ensures 

the entire process of clustering in O(n) time without 

sacrificing the accuracy of clusters. 

Dan Pelleg et al., [33] presented a new K-means based 

algorithm that incorporates model selection. By 

adopting and extending algorithmic improvements to 

K-means, it is efficient to the extent that running it once 

is cheaper than looping over K with the fixedmodel 

algorithm. It uses statistically-based criteria to make 

local decisions that maximize the model’s posterior 

probabilities. 

Kohei Arai et al., [34] proposed Hierarchical K-means 

algorithm. It utilizes all the clustering results of K-

means in certain times, even though some of them reach 

the local optima. Then, we transform the all centroids 

of clustering result by combining with Hierarchical 

algorithm in order to determine the initial centroids for 

K-means. This algorithm is better used for the complex 

clustering cases with large numbers of data set and 

many dimensional attributes. 

Madhuri A. Dalal et al., [35] introduced an improved 

algorithm to start the k-means with good starting points 

(means). The good initial starting points allow k-means 

to converge to a better local minimum; also the 

numbers of iteration over the full dataset are being 

decreased. 

Bondu Venkateswarlu et al., [36] give the improvement 

to the original k-means algorithm by improving the 

initial centroids with distribution of data. Results and 

discussions show that improved K-means algorithm 

produces accurate clusters in less computation time to 

find the donors information. 

Er. Nikhil Chaturvedi et al., [37] proposed a new K 

means clustering algorithm in which we calculate the 

initial centroids systemically instead of random 

assigned due to which accuracy and time improved. 

Deepika Khurana et al., [38] presents a new approach to 

k-Means clustering by providing a solution to initial 

selection of cluster centroids and a dynamic approach 

based on silhouette validity index. Instead of running 

the algorithm for different values of k, the user need to 

give only initial value of k as ko as input and algorithm 

itself determines the right number of clusters for a 

given dataset. The experimental results demonstrate 

that our proposed scheme improves the initial center 

selection and overall computation time. 

Abhishek Patel et al., [39] presents the new approach 

for the k mean algorithm eliminates the deficiency of 

exiting k mean. It first calculates the initial centroids k 

as per requirements of users and then gives better, 

effective and stable cluster. It also takes less execution 

time because it eliminates unnecessary distance 

computation by using previous iteration. 

P. Ashok et al., [40] presents the K-Means algorithm 

which is implemented by three distance functions and 

to identify the optimal distance function for clustering 

methods. The proposed K-Means algorithm is 

compared with K-Means, Static Weighted K-Means 

(SWK-Means) and Dynamic Weighted K-Means 

(DWK-Means) algorithm by using Davis Bouldin 

index, Execution Time and Iteration count methods. 

Haitao Xu et al., [41] presents an improved k-means 

algorithm based on optimized simulated annealing is 

used to segment the stations of Hangzhou Public 

Bicycle System. The optimized simulated annealing 

(SA) algorithm is used to assign k-means initial cluster 

centers. 

Mrs. S. Sujatha et al., [42] uses the partitioned data 

along the data axis with the highest variance for 

assigning the initial centriod for K-Means clustering. 

Tapas Kanungo et al., [43] present a simple and 

efficient implementation of Lloyd’s k-means clustering 

algorithm, which we call the filtering algorithm. This 

algorithm is easy to implement, requiring a kd-tree as 

the only major data structure. We establish the practical 

efficiency of the filtering algorithm in two ways. First, 

we present a data-sensitive analysis of the algorithm’s 

running time, which shows that the algorithm runs 

faster as the separation between clusters increases. 

Second, we present a number of empirical studies both 

on synthetically generated data and on real data sets 

from applications in color quantization, data 

compression, and image segmentation. 

Chunfei Zhang et al., [44] elaborate the method of 

improving the K-means clustering algorithm based on 
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improve the initial focal point and determine the K 

value. Simulation experiments prove that the improved 

clustering algorithm is not only more stable in 

clustering process, at the same time, improved 

clustering algorithm to reduce or even avoid the impact 

of the noise data in the dataset object to ensure that the 

final clustering result is more accurate and effective. 

D. Napoleon et al., [45] proposes a method for making 

the K-means algorithm more effective and efficient; so 

as to get better clustering with reduced complexity. In 

this research, the most representative algorithms K-

Means and the Enhanced K-means were examined and 

analyzed based on their basic approach. The best 

algorithm was found out based on their performance 

using Normal Distribution data points. The elapsed time 

taken by proposed enhanced k-means is less than k-

means algorithm. 

Nazeer, K. A. A. et al., [46] proposes an improvement 

on the classic k-means algorithm to produce more 

accurate clusters. The proposed algorithm comprises of 

an O (n logn) heuristic method, based on sorting and 

partitioning the input data, for finding the initial 

centroids in accordance with the data distribution.  

S. Deelers et al., [47] proposes a novel initialization 

algorithm of cluster centers for K-means algorithm. The 

algorithm was based on the data partitioning algorithm 

used for color quantization. A given data set was 

partitioned into k clusters in such a way that the sum of 

the total clustering errors for all clusters was reduced as 

much as possible while inter distances between clusters 

are maintained to be as large as possible.  

Neha Aggarwal et al., [48] present the way to find the 

initial centres for the k-means so that every time the K-

Means Algorithm produces same result for the same 

dataset. 

M.V.B.T Santhi et al., [49] proposed a new method for 

finding the better initial centroids and to provide an 

efficient way of assigning the data points to suitable 

clusters with reduced time complexity. 

Rajeev Kumar et al., [50] proposed an improved 

version of k-means algorithm which offers to provide a 

remedy of the aforesaid problem. This algorithm 

employs two data structures viz. red-black tree and 

min-heap. These data structures are readily available in 

the modern programming languages. While red black 

tree is available in the form of map in C++ and Tree 

Map in Java, min-heap is available in the form of 

priority queue in the C++ standard template library. 

M. Sakthi et al., [51] provides a new technique to 

modify K-means clustering which can result in better 

performance. For initialization, this paper uses an 

improved version of Hopfield Artificial Neural 

Network (HANN) algorithm. Also, the Genetic 

Algorithm (GA) is in combined with K-Means 

algorithm. 

D. Mariammal et al., [52] presents a heuristic approach 

for performing K-means clustering on multidimensional 

data based on attribute (column) with maximum range 

is proposed. It also proposes an improvement on the 

classic k-means algorithm to produce more accurate 

clusters. 

R.Ranga Raj et al., [53] present the enhanced clustering 

method which improves the accuracy and efficiency. In 

the enhanced method data points are assigned to the 

clusters. 

Gomathi. D et al., [54] less similarity based clustering 

method is proposed for finding the better initial 

centroids and to provide an efficient way of assigning 

the data points to suitable clusters with reduced time 

complexity. 

Nidhi Gupta et al., [55] propose a new clustering 

algorithm that can remove the disadvantages of K-

means algorithm. In Proposed algorithm we do not need 

to specify the value of K i.e. the number of cluster 

required. 

Pallavi Purohit et al., [56] the new approach for the k-

mean algorithm eliminates the deficiency of exiting k 

mean. It first calculates the initial centroids k as per 

requirements of users and then gives better, effective 

and good cluster without scarifying Accuracy. It 

generates stable clusters to improve accuracy. It also 

reduces the mean square error and improves the quality 

of clustering. 

Fahim A M et al., [57] proposed an efficient method for 

assigning data-points to clusters. Fahim’s approach 

makes use of two distance functions for this purpose- 

one similar to the k-means algorithm and another one 

based on a heuristics to reduce the number of distance 

calculations. 

3. LIMITATIONS 
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K-means clustering has some of the limitations which 

need to get overcome. Several people got multiple 

limitations while working on their research with K-

means algorithm. Some of the common limitations are 

discussed below 

 Outliers 

It has been observed by several researchers that, when 

the data contains outliers there will be a variation in the 

result that means no stable result from different 

executions on the same data. Outliers are such objects 

they present in dataset but do not result in the clusters 

formed. Outliers can also increase the sum of squared 

error within clusters. Hence it is very important to 

remove outliers from the dataset. Outliers can be 

removed by applying preprocessing techniques on 

original dataset. 

 Number of clusters 

Determining the number of clusters in advance is 

always been a challenging task for K-means clustering 

approach. It is beneficial to determine the correct 

number of clusters in the beginning. It has been 

observed that sometimes the numbers of clusters are 

assigned according to the number of classes present in 

the dataset. Still it is an issue that on what basis the 

number of clusters should be assigned. 

 Empty clusters 

If no points are allocated to a cluster during the 

assignment step, then the empty clusters occurs. It was 

an earlier problem with the traditional K-means 

clustering algorithm. 

 Non globular shapes and sizes 

With the K-means clustering algorithm if the clusters 

are of different size, different densities and non 

globular shapes, then the results are not optimal. There 

is always an issue with the convex shapes of clusters 

formed. 

4. CONCLUSION 

This paper presents an overview of the K-means 

clustering algorithm & various enhanced variations 

done on K-means clustering algorithm. K-means is the 

basic algorithm used for discovering clusters within a 

dataset. The initial point selection effects on the results 

of the algorithm, both in the number of clusters found 

and their centroids. Methods to enhance the k-means 

clustering algorithm are discussed in this paper. With 

the help of these methods efficiency, accuracy, 

performance and computational time are improved. 

Some enhanced variations improve the efficiency and 

accuracy of algorithm. Some methods improve 

clustering quality and better clustering results. Basically 

in all the methods the main aim is to reduce the number 

of iterations which will decrease the computational 

time. 

Studies shows that K-means algorithm in clustering is 

widely used technique. Various enhancements done on 

K-mean are collected in this paper, so by using these 

enhancements one can build a new hybrid algorithm 

which will be more efficient, accurate and less time 

consuming than the previous work. 
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