
2021/EUSRM/12/2021/61246 

Engineering Universe for scientific Research and management 
ISSN (Online): 2319-3069    Vol. XIII Issue XII 

December 2021 

 

A SURVEY ON DISEASES CLASSIFICATION TECHNIQUES IN 

MACHINE LEARNING 

Sangeeta Kumari
1
, Ritesh Kumar yadav

2
, Varsha Namdeo

3
 

CSE, SRK University, Bhopal, India
1,2,3 

sangeeta.getsup@gmail.com
1
,
 
Er.ritesh1987@gmail.com

2
, varsha_namdeo@yahoo.com

3 

 
 

ABSTRACT: The medical field regularly handles enormous amounts of data. Handling huge data by conventional 

methods can affect the results. Algorithms for machine learning can be used to find out facts in medical research, in 

particular for disease prediction. The early recognition of disease is crucial for the analysis of patient medicines and 

specialists. Machine learning algorithms like Decision trees, Support vector machine, Multilayer perceptron, Bayes 

classifiers, K-Nearest Neighbors Ensemble classifier techniques etc are used to determine various ailments. Using 

machine learning algorithms can lead to rapid disease prediction with high accuracy. This research paper analyzes 

how machine learning techniques are used to predict different diseases and its types. This paper examined research 

papers focusing mainly on the prediction of chronic kidney disease, machine learning, heart disease, diabetes, and 

breast cancer. The paper also examines the hybrid approach that increases the performance of individual classifiers. 
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1. INTRODUCTION 

Machine Learning is an artificial intelligence branch 

that aims to provide computer methods to accumulate 

change and update intelligent systems knowledge. 

Artificial intelligence (AI) allows systems to observe 

from environments, execute certain features and 

increase the likelihood of success in fixing real world 

challenges. AI turns out to be an interesting field with 

technological improvements and scientific growth. It 

therefore leads to a growing attention on ML 

techniques. Machine learning (ML) is a significant 

method for data analysis that iteratively learns from the 

available data with the aid of learning algorithms. In 

words of Ethem Alpaydın machine learning can be 

defined as “Machine learning is programming 

computers to optimize a performance criterion using 

example data or past experience. We have a model 

defined up to some parameters, and learning is the 

execution of a computer program to optimize the 

parameters of the model using the training data or past 

experience. The model may be predictive to make 

predictions in the future or descriptive to gain 

knowledge from data, or both” Machine learning is an 

artificial intelligence (AI) application that enables 

systems to learn and improve automatically without 

being explicitly programmed. Machine learning focuses 

on developing programs that are able to use the data 

and to learn it for them. 

The learning process begins with observations or 

information, such as examples, direct experience or 

instruction, in particular look for data patterns and 

make better decisions based on the examples we 

provide in the future. The key goal is to allow the 

machines learn automatically without human 

interference or assistance and adjust response 

accordingly [1]. The intended contribution of AI in the 

field of medical science is to develop programs that can 

actually help a medical expert in practicing expert and 

more accurate diagnosis. The forecast of diseases plays 

an important role in machine learning. Various types of 

diseases can be predicted using ML techniques Here we 

examine how machine learning techniques that are used 

to predict various disease types. This paper focused on 

the prediction of chronic kidney disease, heart disease, 

diabetes and breast cancer lymphatic system and lung 
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disorders. Next we present a brief description of a few 

diseases. 

Chronic kidney disease is a common term for diverse 

disorders affecting the kidney's structure and function 

[2]. The definition of chronic kidney disease is centered 

on kidney damage (i.e. albuminuria) or reduced kidney 

function for a period of 3 months or more [2]. Kidney 

failure is among the most serious outcomes of chronic 

renal disease, with complications of decreased kidney 

function being the primary reasons. The Complications 

can occur at any stage, which often lead to death. From 

the analysis of World Health Organization, worldwide, 

an estimated 12 million deaths occur every year due to 

the Heart disease. Breast cancer has become a common 

form of cancer in women. Mammography is the 

conventional method for detecting breast cancer. Here 

we evaluate various machine learning techniques 

majorly used in the assessment of breast cancer. Insulin 

is among the primary hormones in the body if insulin is 

not produced or used properly by the body, the 

unneeded amount of sugar is driven out by urination. 

This disease is known as diabetes. 

The paper also reviews a set of hybrid approaches used 

in the field of medical science for disease prediction. 

The use of the hybrid method increases the overall 

performance by incorporating the classification 

capacity of individual classifiers and the chances of 

misclassification of a specific instance are reduced 

significantly. The different apprentices can be 

combined in various ways. They can work in parallel 

with all inputs and their output can somehow be 

combined. If an instance is incorrectly classified by a 

classifier, by an individual classifier, the error is 

corrected by the right classification done by other 

individual classifiers. Such hybrid Algorithm first trains 

an initial learner, and then trains subsequent learners on 

data that the first learner misclassifies and in this way, 

the weaknesses of each base-learner are covered up by 

the next learner. 

2. RELATED WORK 

MS Uzer et al. [1] built a hybrid breast cancer detection 

system The Artificial Neural Networks was used as 

classification algorithm. Cancer is the state where the 

body cells lose their functions, Start multiplying and 

dividing uncontrollably Cancer is the state in which 

body cells lose their functionalities, begin to multiply 

uncontrollably Cancer based on malignant tumors is the 

main cause of death in the world. Authors opted for the 

method of hybrid function selection based on 

Sequential Backward Selection, Sequential Forward 

Search and PCA, after this a ten-fold cross validation 

approach was also applied to produce the results with 

98.57% accuracy. 

In the study author [2] introduced the use of a local 

linear neural wavelet network to detect breast cancer by 

training its parameters using the Recursive Least 

Square( RLS) approach to improve its individual 

performance The results were estimated and compared 

with other experiments and demonstrated that the 

approach proposed is very efficient and provides a good 

classification[21][22]. 

In research [3] the author modified the SVM 

classification based on RS for prediction of medical 

diseases. The approach used the benefits of RS to 

eliminate redundant information and the benefit of 

SVM in training and testing data. The technique was 

used on three sets of data, which shows an increase in 

accuracy as compared to other approaches. 

To increase performance of classification a decision 

making support system which is based on Fuzzy Logic 

and Fuzzy Decision Trees was suggested by author [4] 

FDT which is simple to understand and apply. The split 

ratio of 70:30 was used to test the results on two breast 

cancer datasets and the error rates were 0.3661 and 

0.1414 respectively Increasing the classification 

performance of the decision - making support system 

based on Fuzzy Logic and Fuzzy Decision Trees. FDT, 

which is both easy to understand and applicable was 

used. The 70:30 split ratio was used to test the results 

for two data sets of breast cancer where the error rates 

came out to be 0.3661 and 0.1414 respectively. 

In order to enhance the accuracy of CAD-based 

techniques, the author [5] proposed the use of boosting 

to resolve the problem of breast cancer characterization, 

a hybrid boosting algorithm combining the benefit of 

various boosting techniques was used. The outcome of 

the application of the various Boosting techniques 

examined on real breast cancer illustrate that the hybrid 

boosting algorithm exceeds 48 percent of the other 

boosting technique. 
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In this paper [6] a model was presented to estimate the 

risk score assessment of heart disease in the state of 

Andhra Pradesh with a decreased number of attributes. 

In addition, characteristic selection measures such as 

IG, SU and genetic search have been used to find out 

the specific characteristics that add more to the 

prediction of heart disease and thus in some way reduce 

the number of diseases. The author generated class 

association rules using feature subset selection. These 

generated rules would assist doctors predict a patient's 

heart disease, use this very approach on public datasets 

and have it compared it with other existing solutions. 

Three algorithms were compared by the author [7] and 

prediction models were building to predict the risk of 

type II diabetes. Type II diabetes is a state in which the 

pancreas is not able to produce the needed amount of 

insulin leading to abnormal sugar level in the blood the 

three algorithms that were used were artificial neural 

networks (ANN), NaiveBayes and K-nearest neighbors 

(KNN). The results showed that the neural network 

with 96 % prediction accuracy outperforms prediction 

accuracy of Naïve Bayes which showed 95 % accuracy 

and KNN which showed 91 per cent accuracy. 

To help doctors predict the heart disease T. Manju et al. 

[8] introduced a hybrid multi layer feed forward neural 

network (MLFFN) and genetic algorithm. The heart 

attack is the main cause of death; its main causes are 

diabetes, unhealthy diet, high blood pressure, obesity 

and smoking. The author introduces the use of the Multi 

Layer Feed Forward Neural Network, which integrates 

the Genetic Algorithm and Back Propagation Network 

(BPN) for the prediction of heart attack. The data set 

consisted of 13 factors, only 6 of which were used to 

train the ANN. The main aim for ANN then was to 

predict the possibility of heart attack in a patient. 

Levenberg–Marquardt (LM) feed-forward MLP neural 

network was anticipated by Babak Sokouti et.al. [9] to 

classify cervical cell images obtain from 100 patients 

.The semi - automated diagnostic system for cervical 

cancer consists of two phases: image pre 

processing/processing and feed forward MLP neural 

network. The results showed that cervical cell images 

were successfully classified according to the proposed 

method with a good classification rate. The proposed 

semi-automated system will also help in the 

identification of precancerous and cancer cells. 

Four machine learning methods, including the k- 

nearest neighbors, the support vector machine, logistic 

regression and decision tree classifiers were evaluated 

to forecast the chronic kidney disease by Charleonnan 

et al. [10] the performance of these models, to forecast 

chronic kidney disease was compared with each other 

to pick the best classifier . The experimental results 

show that the SVM classifier has achieve the maximum 

accuracy of 98.3 percent. After training and testing 

using the proposed method, SVM also has the highest 

sensitivity. It can therefore be inferred that the SVM 

classifier is appropriate for the forecast of chronic 

kidney disease. 

A different approach has been introduced and presented 

in a research conducted by Asif Salekin and John 

Stankovic [11], to determine the CKD using machine 

learning techniques As classifiers they used; k-nearest 

neighbors, random forests and neural networks to find a 

appropriate solution. Authors performed a function 

reduction analysis using a wrapper method to find the 

attributes that detect CKD with high accuracy To 

identify cost - effective, highly accurate CKD detection 

classifier by considering only 5 attributes. Using this 

approach authors achieved a detection accuracy of 

0.993 and a root mean square error of 0.1084 according 

to the F1 measure. 

The classification model were built with various 

different classification algorithms here, Wrapper subset 

attribute evaluator and best first search method for 

predicting and classifying CKD and non- CKD patients. 

In the classification of CKD and non- CKD cases, the 

models showed better performance. Authors compared 

the results of different models [12]. It was observed 

from the comparison that the classifiers scored better on 

reduced data than the original data set. 

Sahil Sharma, Vinod Sharma and Atul Sharma [13] 

assessed 12 classification methodology using a data set. 

The outcome of the candidate methods was evaluated 

with the actual medical results of the subject in order to 

calculate the efficiency. As performance assessment 

metrics, authors used predictive accuracy, sensitivity, 

precision and specificity. According to the observed test 

results, the decision tree technique performed strongly 

with almost 98,6 percent accuracy, %, sensitivity of 

0.9720, precision of 1 and specificity of 1. 
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The authors [14] suggested an extremely efficient two - 

stage hybrid ensemble method. The two stage hybrid 

ensemble classifier incorporates the capability of 

particular classification algorithms. The final results 

show that the two-stage hybrid ensemble is quite an 

effective way for chronic kidney disease classification. 

The outcome of this ensemble classifier on the 

efficiently selected decreased feature set and the 

complete feature set in terms of different performance 

metrics such as accuracy(2-class), sensitivity, precision, 

specificity. were obtained and the proposed method was 

found to be effective additionally GUI-based diagnostic 

tool was developed that could help doctors to validate 

their findings. 

R Rao R Bharat et al. [15] built a computer aided 

diagnosis (CAD) system named lungCAD up a system 

called lungCAD for computer - aided diagnostics 

(CAD). From the CT thorax studies, the system used a 

classification algorithm to detect pulmonary nodules. 

The medical approach for diagnosis used chest x-ray 

and CT scan. LungCAD helped the clinician 

significantly to strengthen the accuracy of their 

diagnosis. LungCAD was also accepted by FDA in 

2006. 

Shivajirao M.Jadhav et al.[16] suggested a system that 

would use ECG recordings to spot Athymias in the 

human heart by training an artificial neural network 

(ANN) multilayer perceptron (MLP) on an ECG data 

set. The system proposed classified the patterns into 

two kinds a normal and an abnormal class. The data set 

was also used for training a modular artificial neural 

(ANN) network. The MLP system showed 86.67 

percent accuracy of classification and 93.75 percent 

sensitivity, while the Modular ANN showed 93.1 

percent accuracy. 

Ö. Akin [17] had selected a resampling strategy which 

is based upon Random Forest (RF) ensemble classifier 

to improve diagnosis of cardiac arrhythmia The 

approach was found to be 90.0 percent accurate and the 

experiments revealed the efficiency of random 

sampling strategy in training RF ensemble classification 

algorithm was successful an approach. 

In Pinar Yildirim's research [18], the effect of class 

imbalance was investigated in training data by taking 

into account the building of a neural network classifier 

for medical decisions on chronic kidney disease. A 

comparative study was carried out in the research by 

means of sampling algorithms based on multilayer 

perceptron with separate learning rate values for the 

prediction of CKD by considering neural networks. 

This study shows that sampling algorithms can improve 

the performance of classification algorithms. It also 

shows that the learning rate is a important parameter 

that has a considerable impact on multilayer perceptron. 

In this study [19] the author has presented a hybrid 

system that integrates the genetic algorithm with the 

random forest for lymphatic disease prognosis. The 

lymph system is part of the body's immune system and 

carries fluids all across the body. The lymph system is 

part of the body's immune system and carries fluids all 

through the body. The genetic algorithm used to reduce 

the size of the lymph disease dataset and the random 

forest technique was used as a classifier. The suggested 

system performance was compared to that of other 

feature selection algorithms paired with an RF classifier 

such as the principal component analysis (PCA),RF etc. 

The results of this study showed that GA-RF attained a 

higher level of classification accuracy of about 92.2 

percent. 

The authors [20] presented a system that was produced 

to assess the health of sick patients who were suffering 

from heart failure remotely. It also included data 

mining functionalities for continuous patient 

monitoring. A “Heart Failure severity assessment” 

approach was proposed which used Data Mining via 

CART classifiers. The results were obtained testing the 

system. The system accomplished precision and 

accuracy percentage of 96.39 and 100.00 respectively 

in HF detection and percentage of 79.31 and 82.35 in 

differentiating between severe and mild HF 

respectively. 

3. DISCUSSION 

The results of reviewing previous studies presented in 

this work have several important implications: 

In this review, we found that Machine Learning 

techniques have contributed significantly in developing 

methods for disease classification. These methods have 

been evaluated to classify diseases based on a number 

of real-world datasets, however, most of the methods 

developed by supervised methods do not support the 

incremental learning and only about 1% of methods can 
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support incremental version of data mining techniques. 

Developing efficient frameworks for big data analytic 

in the healthcare is one of the most important tasks, 

which should be taken into consideration. Developing a 

well-designed method for disease diagnosis from big 

data in healthcare is important. Disease diagnosis 

system developers need to consider the data sharing 

mechanism, privacy of data, the security of data, and 

the growth of data size. Moreover, in Machine Learning 

it is important to develop methods for disease diagnosis 

to be modified for big data environment easily. 

4. CONCLUSION 

Machine learning algorithms are used in medical 

prediction field, as discussed in this paper. The primary 

focus is on the use and amalgamation of different 

algorithms for predicting different types of diseases 

prediction using machine learning. We discuss about 

the algorithms such as Decision trees (J48),Support 

vector machine, Multilayer perceptron, Bayes 

classifiers ,K-Nearest Neighbors Ensemble classifier 

techniques To find predictive rules in medical data set 

and ease the work of doctors The significance of 

machine learning in the Medical Domain is 

acknowledged and steps are taken to apply relevant 

techniques in the Disease Prediction. We studied 

various research works with some effective techniques 

done by different people. 

This research can be extended to consider other 

diseases, which might provide different results. In 

addition, for this review we only considered the 

application of data mining techniques in the studies 

which have used UCI public datasets in their 

experiments for Parkinson, Heart, Diabetes and Breast 

Cancer. Therefore, additional databases also need be 

considered to comprehensively cover the usage of data 

mining techniques for other types of diseases. 

Accordingly, we will continue our review in the future 

to classify research papers on an ongoing basis and 

based on the limitations of this review. The review in 

this study provides recommendations for researchers in 

their future studies. Based on the result of our review, 

we recommend the researchers to use not only UCI 

datasets, but also use large datasets in their experiments 

from other machine learning repository to ensure the 

effectiveness of the developed method. Focusing on 

large datasets not only allow them to test the accuracy 

of the adopted classification, but also can motivate 

them to develop methods for incremental learning for 

time complexity issue. We hope that this research will 

provide useful information about the data mining 

techniques, their application in diseases diagnosis and 

help researchers in developing medical decision support 

systems. 
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